Which of the following Al systems
were enabled by the cloud?
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MWIAMPowerUser/kmahadev@mathworks.com @ aws-matla

Amazon 53 x Amazon S3 aiseminar-camvid

aiseminar-camvid

Buckets
Access points

Batch Operations Bucket overview

Access analyzer for S3

Region Amazon resource name (ARN) Creation date

US East (N. Virginia) us-east-1 arn:aws:s3:aiseminar-camvid

Account settings for Block Public
Access

November 22, 2020, 01:14 (UTC-05:00)

Access

fcdd07f6:1 (matiab) -noVh. X 4

re | ec2-52-91-44-213.compute-1.amazonaws.com:6080/vnc

* Q (oot

Objects can be p

¥ Storage Lens

Objects Properties Permissions Metrics Management Access points

Dashboards

AWS Organizations settings

Drag and drop files and folders you want to upload here, or choose Upload

Feature spotlight o

Objects (2)

Objects are the fundamental entities stored in Amazon S3. For athers to access your objects, you'll need to explicitly grant them permissions. Learn more [

‘ Actions ¥ H Create folder ‘m

Accessed Data on the Cloud

BB 130e335768e1:1 (matlab) - noVi X 4
< c

A Not secure | ec2-3-88-59-36.compute-1.amazonaws.com:6080/vnc.html?password=matlab&autoconnect=true&resize=remote

xperiment Manager

¥ Applications

4 Training Progress (24-Nov-2020 01:01:05) [N SV
Training Progress (24-Nov-2020 01:01:05) Results
Validation accuracy: 90.93%
200 Training finished: Met validation criterion
e P
i ,MW.WWW Final Training Time
80 fv a Start time: 24-Nov-2020 01:01:05
9 r/{ (Elapsed time: 85 min 32 sec J
> 60H 1
b [ i Training Cycle
9 ol ,’ Epoch: 300 30
< ! Iteration: 1550 of 1560
20 ’f Iterations per epoch: 52
Maximum iterations: 1560
10 20 30
0 1 1 1 1 1 1 1 1 Vali
0 200 400 600 800 1000 1200 1400 1600 datio
Iteration Frequency: 50 iterations
3~
Other Information
Hardware resource: Single GPU
2
§ \ Leamning rate schedule:  Piecewise
A
= Leaming rate: 9e-05

c

4\ Experiment Manager

Trained a Model on the Cloud

@ Semantic Segmentation x +

c @ File | C:/Filetransfer/File%20transfer/Working/Working/TMDG/DL%20Matlab%20Cloud/AlSeminar/demod/deploy/demodClient.html|

Semantic Segmentation

EXPERIMENT MANAGER o - ~
L e ————"

R bR == I H ®B v ¢
ew Layout Use Training Confusion Filter Export
- Parallel Plot Matrix v <
FILE ENVIRONMENT PARALLEL RUN REVIEW RESULTS FILTER = EXPORT
PERIMENT BROWSER Q Experimentl Experimentl | Resultl

~ (5] TrainNetworkProject1
~ /& Experimentl
Resultl

~ Exhaustive Sweep Result X

Experimentl Start: 11/19/2020, 12:16:18
(View Experiment Source) AM

3 [2y=2019-10-1085t=2020-1

Perform hyperparmeter tuning with different © Complete 3 A Stopped 0 © Error ! i
base networks such as resnet18, O Running = Queued 0 X Cancelel | Perform Semantic Segmentation |
resnet50,mobilenetv2
Segmentation Complete
Trial Status Progress Elapsed Time NetworkName  Training Accurac...  Training Loss Accura... L
i Complete I 1 00.02 1 hr 33 min 20 sec | resnet18 90.7794 0.2229 90.9133
@ Complete I 100.0° 1 hr 5 min 27 sec| resnet50 93.3542 0.1810 92.1968
roee = e
& Complete r 39 min 45 sec mobilenetv2 87.1009 0.3602 88.3391

Tuned a Model on the Cloud

You run this example by entering the vrl to the Azure Blob that contains images
Azure Blob url

‘wasbs:/lcamvidblob@semar

Azure access Keys

Deployed a Model to the Cloud

Bicyclist

Pedestrian

Signsymbol

Pavement




MATLAB

How | got Started

I’m an experienced controls engineer, who’s ramping up on Deep Learning

- Started with the free Deep Learning Onramp

&>

Deep Learning Onramp

Get started quickly using deep
learning methods to perform image
recognition.
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Case Study — Semantic Segmentation

Classifying every pixel in an image/video

« Training Data — 557MB
* Training Time ~ 5hrs
* NVIDIA™ Titan X with 12 GB memory

eeeee

ssssssssss

Building

Road Segmentation for Autonomous Driving

Asphalt
Water_Pond

Water_Lake

Sand_Beach
Grass_Lawn
LowLevelVeg
Rocks

Buoy
Orangelandit

WhiteWoodP:

BlackWoodPa
PicnicTable

LifeguardCha

Tracking Deforestation using Multispectral Images

3D Tumor Detection from MRI


https://www.mathworks.com/help/vision/ug/semantic-segmentation-using-deep-learning.html

MATLAB E:

BioMedical Devices Advances Organ Cell Growth Research
With the help of MATLAB and NVIDIA hardware on AWS

“MATLAB removes that level of friction for
us so that we can just get down to the
business of doing research.”

“Amazon EC2 P3 Instances provided the

compute that we didn’t have to go out

and buy when we made the decision to aWS @
scale up”

Sam Raymond, PostDoc Stanford nV|D|A®

Source: AWS-MathWorks-Case Study 2020



https://aws.amazon.com/solutions/case-studies/Mathworks/

MATLAB EXP

Why perform Al on the cloud?

(" )
& ] |=
— :
Access Data Build models Compute on Run Models
anywhere anywhere Demand anywhere
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Al System Design Workflow

Data Preparation

Data cleansing and
preparation

9 Human insight

Simulation-
generated data

Al Modeling

% Model design and
tuning

s Hardware
== accelerated training

.}I{ Interoperability

Simulation & Test

Integration with
complex systems

'Dh System simulation

— X System verification
—+v/ and validation

Deployment

. Embedded devices

EiE Enterprise systems

¢ Edge, cloud,
desktop
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Al System Design Workflow

Data Preparation

Data cleansing and
preparation

@ Human insight

Simulation-
generated data

Al Modeling

@7 Model design and
tuning

s Hardware
== accelerated training

* Interoperability

Integration with
complex systems

'D&’ System simulation

— x System verification
—+v and validation

Deployment

. Embedded devices

EiE Enterprise systems

¢ Edge, cloud,
desktop




Al System Design Workflow

Data Preparation

||||||||| Data cleansing and
preparation

9 Human insight

Simulation-
generated data

10

Al Model Design

%’ Model design

s Hardware
== accelerated training

.}I{ Interoperability

Al Model Tuning

@ Model tuning

s Hardware

—aCa  accelerated training

“;I;: Interoperability

MATLAB B

Deployment

. Embedded devices

s

i e

Enterprise systems

(O) Edge, cloud,
- desktop

10
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What does Al System Design in the Cloud look like?

Access Data
anywhere

4

Build models

anywhere

J ]

Compute on
Demand

Run Models
anywhere

Data Preparation

||||||||| Data cleansing and
preparation

@ Human insight

Simulation-
generated data

11

Al Model Design

@3 Model design

a2 Hardware
s accelerated training

“;I;: Interoperability

Al Model Tuning

@ Model tuning

a2 Hardware
9 gccelerated training

‘}I{ Interoperability

Deployment

. Embedded devices

Enterprise systems

Edge, cloud,
desktop
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What does Al System Design in the Cloud look like?

Data Preparation Al Model Design Al Model Tuning

Deployment

Access data

anywhere Build models anywhere Compute on demand

Run models anywhere

12
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What does Al System Design in the Cloud look like?

Data Preparation Al Model Design Al Model Tuning Deployment

B =

Access data

anywhere Build models anywhere Compute on demand Run models anywhere

13



Data in the Cloud = Data accessible anywhere

Enabling Shareable, Scalable and Secure storage

Data Preparation

Store preprocessed
data anywhere

Shareable

All you need is the URL

Scalable

Deep Learning Data Sets can get BIG.
Need more storage? No problem.

Secure

You need “Keys” to lock and unlock the data

D poll

MATLAB B

14
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Data in the Cloud — Bring it close to the compute

Steps to follow

Data Preparation

Store preprocessed
data anywhere

1. Generate security keys
2. Create a bucket on AWS S3 and upload

3. Verify data in S3

MATLAB EX

15
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Data in the Cloud — Bring it close to the compute
Uploading Data to the S3

4 MWIAMPowerUser/kmahadev@ com @ aws-matlab-cloud-ima v Global w Support v

Amazon 53 X Amazon 53 aiseminar-camvid

Buckets aiseminar-camvid

Access points

Data Preparation

Batch Operations Bucket overview

Access analyzer for 53

Region Amazon resource name (ARN) Creation date Access
US East (N. Virginia) us-east-1 = . T . : November 22, 2020, 01:14 (UTC-05:00) Objects can be public
Account settings for Block Public armaws:s3:aiseminar-camvid - TOVEMBELLS, SUSE BLIAIRASEN o TRlEER N s R
Access
w Storage Lens
Objects Properties Permissions Metrics Management Access points

Dashboards

AWS Organizations settings

Drag and drop files and folders you want to upload here, or choose Upload.
Feature spotlight (@)

Objects (2)

Objects are the fundamental entities stored in Amazon S3. For others to access your objects, you'll need to explicitly grant them permissions. Learn more E

Actions ¥ H Create folder |
Store preprocessed a s | e

data anywhere .

Type v Last modified v Size v Storage class v
o images/ Folder - - -
O labels/ Folder - - -

16
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What does Al System Design in the Cloud look like?

Data Preparation Al Model Design Al Model Tuning Deployment

Access data

anywhere Build models anywhere Compute on demand Run models anywhere

17



Easy Access to HPC resources

It’s a balance between sp

Al Model Design

eed and cost

Amazon EC2

Easy access to a GPU

Products  Solutions

General Purpose
Compute Optimized

Memory Optimized

Accelerated Computing

Storage Optimized
Instance Features

Measuring Instance
Performance

Overview

calculations, graphics processing, or data pa

Which VM did you choose?

Support~  Englishw My Acc

Documentation Learn Partner Network AWS Marketplace  Customer Enablement  Explore More
Priing  InstanceTypes ~  FAQs  Getting Started  Resources v

Accelerated Computing

Amazon EC2 P3 instances deliver high performance compute in the cloud

100 Gbps of networking throughput for machine learning

ind HPC applications.
Features:

* Up to 8 NVIDIA Tesla V100 GPUs, each pairing 5,120 CUDA Cores and 640 Tensor Cores.

« High frequency Intel Xeon E5-2686 v4 (Broadwell) processors for p3.2xlarge, p3.8xlarge, and p3.16xlarge.

High frequency 2.5 GHz (base) Intel Xeon 8175M processors for p3dn.24xlarge
* Supports NVLink for peer-to-peer GPU communication

« Provides up to 100 Gbps of aggregate network bandwidth.

EFA support on p3dn.24xlarge instances

. GPUMem Storage
Instance GPUSs VCPU  Mem (GiB) : GPU P2P
(Gis) (GB)
3.2x1 1 8 61 16 o
xlarge .
L ¥ only
£85-
p3.8xarge 4 32 244 64 NVLink
only
. €8s-
p3.16xlarge 8 64 488 128 NVLink
Only
2x900
p3dn.24xlarge 8 % 768 256 NVLink NVMe
SSD

Dedicated
EBS
Bandwidth

1.5 Gbps

7 Gbps

14 Gbps

19 Gbps

Q

Accelerated computing instances use hardware accelerators, or co-processors, to perform functions, such as floating point number

n matching, more efficiently than is possible in software running on CPUs.

h up to 8 NVIDIA® V100 Tensor Core GPUS and up to

Networking
Performance

Upto 10
Gigabit

10 Gigabit

25 Gigabit

100 Gigabit

poll

18
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Easy Access to GPU resources
Options chosen for setting up MATLAB

* Virtual Machine on AWS:

Dedicated .
. GPU Mem Storage Networking
Instance GPUs vCPU Mem (GiB) . GPU P2P EBS
(GiB) (GB) . Performance
Bandwidth
. EBS- Up to 10
AI MOdEl DESI n p3.2xlarge 1 8 61 16 - 1.5 Gbps o
Only Gigabit

« MATLAB Deep Learning Container on NVIDIA NGC store

NVIDIA.NGC | CATALOG

4

Search containers Sort: Last Modified v

CHROMA Microvolution MILC

Easy access to a GPU

CHROMA is 2 Physics application designed Mic

19


https://ngc.nvidia.com/catalog/containers/partners:matlab

| MATLAB EXl

Cloud Setup for Deep Learning in MATLAB

Steps to using the Deep Learning Container

1. Select and Run VM

2. Run Docker

Al Model Design

i BB 261b12cdf307:1 (matlab) - noVh X 4

& - C A Not secure | ec2-35-153-182-187.compute-1.amazonaws.com:6080

‘ 3. Remote to VM

¥ Applications

'

MATLAB
R2020D

Easy access to a GPU

20 20
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Cloud Setup for Deep Learning in MATLAB

Steps to using the Deep Learning Container

| 4\ MathWorks

Al Model Design

Training DL network for Semantic Segmentation

4

Easy access to a GPU

21 21
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What does Al System Design in the Cloud look like?

Data Preparation Al Model Design Al Model Tuning Deployment

1

l_
L}

Access data

anywhere Build models anywhere Compute on demand Run models anywhere

22
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MATLAB

Find the Optimal Network Using Experiments

Run experiments to train networks and compare the results.

- Sweep through a range of hyperparameter values

- Compare the results of using different data sets

- Test different deep network architectures

~ (3 DigitsClassifier

~ & Baseline Estabiisnment

Experiment Manager

BE 0 B W 7

Filter

Layout Confusion
- Plot  Matrix =

Stop | Training

ENVIRONMENT | RUN

REVIEW RESULTS _ FILTER EXPORT

Baseline Tuning

~ Result Details

Baseline Tuning | Resuit1

EXPERIMENT MANAGER

[ Sweep Initial Leaming Rate Baseline Tuning 2/7/2020, 12:53:36 PV I S, 7/16 Trials
| e e (e Sspermant Souce) @ Complete 7 A Stopped 0 O Eror 0
~ & Baseline Tuning O Running 1 = Queued 8 X Canceled 0
[ Result1 (Running)
[ Larger Initial Leaming Rate Range
[ Sweep Leaming Rate Conv Size and| &
e e Trial  Status Progress Elapsed Time mylnitiallearn... | convFilterSize  Training Accu... ing Lot Validation Ac..
FE Vary Filter Size of First Conv2D Laye |1 © Complete INEEEENNNNN100.0% O hr O min 16 sec 0000e-5 3.0000 12.5000 26441 10
[ Train Validation Spiit Study 2 © Complete |  IESSSNNNNN100.0% 0 hrOmin 15 sec 1.00008-5 3.0000 25.7813 122 20|
3 @ Complete I 100.0%  0'hr O min 14 sec 0.0001 3.0000 64.8438 1.0878 42
n © Complete I 100.0% 0 hr 0 min 16 560 0.0005 3.0000 90.6250 0.1648 9.
5 © Gomplete I 100.0% 0 hr O min 15 sec 0000e-6 4.0000 11.7188 2.1967 6
. 6 © Complete | INEEESENNNN100.0% O hr O min 15 sec 1.00008-5 4.0000 23.4375 121 14|
EX erirm ent Man aoger A 7 Compe | EEEEEERI00%  0hOm 7sec o.00m oo )
p g p p 8 © Running - 307%|  OnhrOmindsec 0.0005 4.0000
9 = Queued 00% 1.0000-6 5.0000
10 *= Queued 00% 1.0000e-5 5.0000
1 = Queued 0.0% 0.0001 5.0000
12 *= Queued 0.0% 0.0005 5.0000
- Reduces the need to code & manuall -
1 = Queued 00% 1.00008-5 6.0000
15 = Queued 00% 0.0001 6.0000
16 = Queued 0.0% 0.0005 6.0000

manage experiments :

Experiment Manager app to manage multiple
deep learning experiments, analyze and compare

results and code

23
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Tune and Compare Networks with Scalable Compute

Using High Performance Cloud Instances

Ilterate

* Running Experiments requires many trial iterations
Wait

Al Model Tuning

- |If 1 trial can take hrs to days, Experiments can take days
to weeks

Our example takes 1.5hrs to train
10trials = 15hrs
100trials = 150hrs or 6.25days

Scale

On demand access to
a GPU cluster

24



Parallel Multi-GPU Training in the cloud

What options are available for training at scale?

Al Model Tuning

On demand access to
a GPU cluster

4 node GPU cluster chosen

R

4\ —
1' —_k [£e="]
4 AN

CLIENT

CLUSTER

(=&

GPU

=

Multi-core CPU

MATLAB EX

25



Parallel Multi-GPU Training in the cloud
Steps to add a cluster to a MATLAB session

4cC
(_

Al Model Tuning

On demand access to
a GPU cluster

1. Setup Parallel Server in MathWorks Cloud Center

2. Change Default Cluster

reate Cluster - Cloud Center X +

(& @ cloudcenter.mathworks.com,

Preferences * Give this cluster a name

User Preferences
MATLAB Version

Global Cluster Access
Automatically terminate cluster
Cluster Log Level

> Location & Network

v Cluster Configuration
Shared State

Auto-Manage Cluster Access

Worker Machine Type

Workers per Machine

Use a dedicated headnode

Workers in Cluster

Machines in Cluster

v Cluster Shared Storage

GPUParallelCluster
R20200
‘When cluster is idle

Low v

Personal Cluster

[ Set cluster firewall rules to let MATLAB commu

Double Precision GPU (p3.2xlarge, 4 core, 1

1 v N
Some features are available only with a dedica
Headnode Machine Type

Standard (m5.xlarge, 2 core)

() Allow cluster to auto-resize @

Initial Count  Upper Limit
18 18 v Max 1024
19 Including headnode;

Note: You are charged for the use of your cloud prc
through your cloud provider account

@B 261b12¢df07:1 (matlab) - noVh X 4

< C A Notsecure

D Shareable Clustegf\

= [ &7 O gend
New New  New Open ({5 Com|
cript Live Script v A a7 @ The following clusters were found.

FILE

# 3 ol & 3/ » home » matla Select a cluster to use:
Current Folder T

ec2-35-153-182-187.compute-1.amazonaws.com:6080/vnc.htmi?password =matlab&autoconnect=trui

MATLAB R2020b

Discover Clusters

mote

. Cluster Name | Host
Name «

Workers| Type

| Release | Profile Name |

— GPUParallelClusters Amazon EC2
|_) MATLAB.desktop

!* MATLAB Job Scheduler  R2020b

MATLAB B

©) Community
= Request Support
Ons Help
L « [l Learn MATLAB
RESOURCES <
v P
®
x

Details
Workspace
Name < [value
T
+| Ready

26
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Parallel Multi-GPU Training in the cloud

What options are available for training at scale?

4\ MathWorks'

Al Model Tuning

Run hyperparameter tuning in parallel using Experiment Manager

On demand access to
a GPU cluster

27
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What does Al System Design in the Cloud look like?

Data Preparation Al Model Design Al Model Tuning Deployment

&

y -
I

Access data

anywhere Build models anywhere Compute on demand Run models anywhere

28
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Preparing the trained model for deployment

Steps to follow before deploying to the cloud

1. Create a Function that runs the trained model

2. Package (Production Server Compiler App)

Deployment

Run models on
demand

29
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Models Deployed in the Cloud = Models Available Anywhere

Providing external users access on demand

« Accessible

 Get access to the latest model

Deployment

 Avalilable

- Each model request calls a “hot” runtime

« Scalable

Run models on - Suitable for single calls or batch workflows

demand
D poll

30



Deploying MATLAB Models in the Cloud

What options are available for deploying to production?

MATLAB Production Server from Azure Market Place

m Microsoft Azure Marketplace Apps Vv Search Marketplace ~ Moare v

De p I O y m e n t Products > MATLAB Production Server (PAYG)
MATLARB Production Server (PAYG) © swetwmyi

MathWorks

(0) Write a review

Overview Plans Reviews

MATLAB Production Server is an application C

Fale‘g‘?rigs MATLAB Production Server™ is an application server for i iph et iancieic Chetigg. s cors
Analytics .
Al +’Ma(hine Learning integrating MATLAB © analytics into web, database, and MATLAB Endpoint Status  READY
Compute production enterprise applications running on dedicated Dashiboard Version
Support servers or in Microsoft Azure. You can create algorithms in NANAS MRS | IONN
Support MATLAB, package them using MATLAB Compiler SPKW, and R —
Help then deploy them to MATLAB Production Server without
3 Sarver ¥M Opeeating Syst L

recading or creating custom infrastructure. The elasticity of - S,

Legal Numper of sarver vias

License Agreement Azure infrastructure combined with MATLAB Production Server
Privacy Policy enables your application to support many users LastRemesh Time  25812PM

simultanegusly.

This solution template for Azure incorporates best practices to
R u n m Od e I S 0 n let you quickly create, configure, and deploy a scalable, highly- —— 'ﬂ ¥
available MATLAB Production Server environment. MathWorks
provides ARM templates that use preconfigured virtual -
demand '




Deploying MATLAB Models in the Cloud

Steps to follow

1. Start MATLAB Production Server VM

2. Upload compiled function

Deployment

3. Enable model caching

4. Link with a front end of your choice
Run models on
demand

MATLAB E3

32



Deploying MATLAB Models in the Cloud
Steps to follow

A mathworks-incmatlabprodserve: X (# MATLAB Production Server Dash X +

&« X A Not secure | mpsrjsud63ztg56m.eastus.cloudapp.azure.com/dashboard/index.html

,l MathWorks' MATLAB Production Server Dashboard

Deployment —

mpsAdmin

Password

Run models on
demand

Waiting for mpsrjsud63ztg36m.eastus.cloudapp.azure.com...

MATLAB E:

33



Deploying MATLAB Models in the Cloud

What options are available?

Deployment

Run models on
demand

@ Semantic Segmentation x +

&} @ File | C:/Filetransfer/File%20transfer/MWorking/Working/TMDG/DL%20Matlab2%20Cloud/AlSeminar/demod/deploy/demodClient.html

Semantic Segmentation

This example shows an application that performs semantic segmentation on images stored in cloud.

You run this example by entering the url to the Azure Blob that contains images

Azure Blob url

| ‘wasbs://camvidbl ob@semar|

Bicyclist

Azure access keys

[?5vw=2019-10-10&st=2020-1 |

| Perform Semantic Segmentation |

SignSymbol

Segmentation Complete

MATLAB EX

34



| MATLAB E.

Summary — What was shown?

Data Preparation Al Model Design Al Model Tuning Deployment

Access data

Build models anywhere Compute on Demand Run models anywhere
anywhere YW P YW

Labeled data Prototype Run Experiments Run Model anywhere
Stored in s3/blob MATLAB running via MATLAB Parallel Server MATLAB Production
Deep Learning Container from Cloud Center Server — PAYG

from NGC (NVIDIA)

35
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What's next?

“My manager heard about the results of my project.
I've been asked to develop and run a training course
to over 100 colleagues!”

E)XPO

Integrating Al into Model-Based Design

MATLAB E

36
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Resources from today’s talk in Handouts Tab

- Recipes for each section

- Examples for each section

Al Workflows in the Cloud — Handout Recipes

Example: Semantic Segmentation

Data preparation:

. Generate secure access keys:

o Assign IAM role to your instance, or
o Use AWS SAML to create temporary access keys and set them as env variables.

e Create a bucket on AWS S3 and upload data using steps mentioned in the ‘Upload data to 53’

e Verify data in 53 bucket.
e Refer to ‘UploadDataToS3.txt’ file for an example showcasing use of AWS SAML

oooooo
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Thank you
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